1. Simple polynomial regression
a. 
# Read data
data <- read.csv("F:/statistics/konstantinos/Housing.csv",header = T)
head(data)
housing <- data
housing$x2 <- housing$lotsize^2
head(housing)
b.
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Diagnostic Plots
[image: ]

c)
The highest value of the leverage found is 0.2547.
d.
Leverage values are computed from the standardized predictor variable. The predictor variable is first converted into its standard score. Then, the Leverage value is computed as; (z score + 1)/Number of observations. 

Leverage values are measured using the Hat Matrix. 

e)
i)
F-test
Hypotheses
H0: The model is not statistically significant.
Ha: The model is statistically significant. 

The null hypothesis is rejected in the p value associated with the F-statistic is less than 0.05

Conclusion:
Reject the null hypothesis. There is sufficient evidence to conclude that the model is statistically significant. 

T-test 
Hypotheses
H0: The coefficient of lot size is not significant in predicting house price. 
Ha: The coefficient of lot size is not significant in predicting house price. 

Reject the null hypothesis if P(> |t|)   < 0.05

Conclusion:
P < 0.001 therefore, reject the null hypothesis. There is sufficient evidence to conclude that the coefficient of lot size is significantly different from 0. 

Hypotheses
H0: The polynomial of lot size is not significant in predicting the prices of the houses. 
Ha: The polynomial of lot size is significant in predicting the prices of the houses.’

Reject the null hypothesis if P(|t|)  < 0.05
Conclusion:
Reject the null hypothesis because P < 0.001. 

f.

Fun plot of the model
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Fun polynomial plot of degree 3
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g.
It seems the 3rd order degree model is likely to produce better results than the polynomial model. The fit values are not scattered in the 3rd order model like they are in the polynomial model. 



2. Multiple regression with a dummy variable
a.
data house;                                                                                                                             
set housing;                                                                                                                            
                                                                                                                                        
driveway1 = .;                                                                                                                          
if (driveway = "yes") THEN driveway1 = 1;                                                                                               
if (driveway = "no") THEN driveway1 = 0;                                                                                                
driveway0 = .;                                                                                                                          
if (driveway = "no") THEN driveway0 = 1;                                                                                                
if (driveway = "yes") THEN driveway0 = 0;                                                                                               
run;   


b.
An interaction variable is created between bedrooms and the bathrooms. 

data house1;                                                                                                                            
set house;                                                                                                                              
bed_bath = bedrooms * bathrms;                                                                                                          
run;

c.
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The presented output is of interest because it has the model fit summary and the significance of the dummy variable and the interaction term. 

The initial model with four variables had an Adj R-Sq value of 0.5497. This model with the interaction term and the dummy variable added has an Adjusted R-squared value of 0.5497. 

c)
[bookmark: _GoBack]The dummy variable is significant in the model. The interaction between the number of bedrooms and the number of bathrooms is not significant. It therefore seems, it is the dummy variable that increased the fitness of the model based on the significance of the added variables. 

d)
The interaction term has no effect on the regression model. 
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call:
In(formula = price ~ lotsize + x2, data = housing)

Residuals:
Min  1q Median 3Q  max
-53363 -14335 -3069 10100 103142

coefficients:

estimate std. Error t value pr(>Itl)
(Intercept) 1.134e+04 4.892e+03  2.317  0.0209 *
Totsize 1.481e+01 1.580e+00 9.317 < 2e-16 ***
-6.238e-04 1.162e-04 -5.370 1.17e-07 ***

Signif. codes: 0 ***%’ 0,001 ***’ 0.01 ‘*’ 0.05 *.’ 0.1 * ' 1

Residual standard error: 22010 on 543 degrees of freedom
Multiple R-squared: 0.323, Adjusted R-squared: 0.3205
F-statistic: 129.5 on 2 and 543 DF, p-value: < 2.2e-16
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Analysis of Variance

Sun of Mean
Source 3 Squares Square
Model 6 2.15549E11 35924836964
Error 539 1.730538E11 321064497
Corrected Total 545 3.886028E11
Root MSE 17918 R-Square 0.
Dependent Mean 68122 Adj R-Sq o
Coeff Var 26.30337
Paraneter Estimates
Paraneter Standard
Variable OF Estinate Error Value
Intercept 1 -22060 9858.82840 -2.24
Totsize 1 4.94979 0.38043 1300
bedroons 1 6713.50173 3067.49178 219
bathrns 1 25914 752382449 344
stories 1 6770.43633 1014.65959 6.67
drivewayl i 10811 2328.76043 464
bed_bath 1 -2546.67857 2161.97173 -1.18
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